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Abstract—Distributed systems deadlock is similar to single-processor system deadlock, but is worse. It is harder to avoid, prevent or detect and is harder to cure, when it is tracked down because all the relevant information is scattered over many machines. In some systems, such as distributed database systems, it can be extremely serious, so it is important to understand how it differs from ordinary deadlock and what can be done about it. Two important deadlock prevention algorithms in distributed systems are wait-die and wound-wait. Their problem is that they just attend to the time stamp of processes, but not priority of them. In a real operating system, attending to priority of processes is very important. The proposed improved algorithms are attending to both priority and time stamp of processes.
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I. INTRODUCTION

During the last decade computing systems have undergone a rapid development, which has a great impact on distributed operating systems. While commercial systems are gradually maturing, new challenges are imposed by the world-wide interconnection of computer systems. This creates an ever growing need for large-scale enterprise distributed solutions. In future, distributed operating systems will have to support hundreds or even thousands of sites and millions of clients and, therefore, will face tremendous scalability challenges with regard to performance, availability and administration. One of the challenges that we must solve it in this area is deadlock problem. Deadlock also is one of the most serious problems in multitasking concurrent programming systems.

The rest of the paper organized as follow. In Section 2 it is briefly described the deadlock and its scope in distributed operating systems, there is an overview of distributed systems deadlock prevention algorithms. Section 3 presents improved deadlock prevention algorithms. Finally we summarize at section 4.

II. DISTRIBUTED SYSTEMS DEADLOCK

A deadlock is an undesirable situation where members of a set of processes that hold resources are locked indefinitely from access to resources are blocked indefinitely from access to resources held by other members within the set. No member of the set can release its own resources before completing its tasks. Therefore the deadlock will last forever, unless a deadlock resolution procedure is performed. If the involved processes in a deadlock are spread out in a network of computers or in a distributed computer system. The situation is known as distributed deadlock.

An approach for handling the deadlocks is to prevent them from occurring in a system. The basic idea behind a deadlock prevention algorithm is that it ensures at least one of the conditions necessary for deadlock to occur can not hold. A common technique is to prevent processes from waiting for each other in a circular manner. [1]

As already mentioned, a simple approach to deadlock prevention is to refuse the request of process (by aborting the process) for a resource which is currently held by another process. This approach requires a transaction mechanism which ensures that the result of a process is either complete or has no effect, even in the presence of failures (i.e. Interrupted by accident or aborted deliberately by a system). For the rest of the paper we use transactions instead of processes as units of execution.

This condition is called deadlock. Deadlock has four conditions:

1. Mutual exclusion: Each resource can only be assigned to exactly one resource.
2. Hold and wait: Processes can hold resources and request more.
3. Non preemption: Resources can not be forcibly removed from a process.
4. Circular wait: There must be a circular chain of processes, each waiting for a resource held by the next member of the chain.
A. Deadlock Problem Solving Approaches

There are four techniques commonly employed to deal with deadlocks:

1. Ignore the problem
2. Deadlock detection
3. Deadlock prevention
4. Deadlock avoidance

Ignoring deadlocks is the easiest scheme to implement. Deadlock detection attempts to locate and resolve deadlocks. Deadlock avoidance describes techniques that attempt to determine if a deadlock will occur at the time a resource is requested and react to the request in a manner that avoids the deadlock. Deadlock prevention is the structuring of a system in such a manner that one of the four necessary conditions for deadlock cannot occur [8]. Each solution category is suited to a specific type of environment and has advantages and disadvantages. In this paper, we focus on deadlock prevention which is the most commonly implemented deadlock solution.

B. Wait-Die Algorithm

Transactions are ordered by timestamps. A transaction is stamped at its creation. Ordering between different transactions is identical on all execution nodes. Let Ti and Tj be two transactions marked with time stamps TS(Ti) and TS(Tj).

In this algorithm if the old process is waiting for the young process it can wait, else if the young process is waiting for the old process, the young process will die and restart again with the same time stamp. This algorithm just attends to the time stamp of processes and not the priority of them. Fig.1 shows the wait-die algorithm [3].

\[
\text{wait-die:} \\
Ti \rightarrow Tj \\
\text{if } TS(Ti) < TS(Tj) \\
\text{(Ti older than Tj) then Ti wounds Tj and get its resources.} \\
\text{Otherwise (Ti younger than Tj) Ti is allowed to wait}
\]

C. Wound-Wait Algorithm

Here like the before algorithm, each process has an individual time stamp. And two processes have not the same time stamp. In this algorithm, if the old process is waiting for the young process, it can wound the young process [7] and get its resources. If the young process is waiting for the old process, it can wait. Fig.2 shows the wound-wait algorithm.

\[
\text{wound-wait:} \\
Ti \rightarrow Tj \\
\text{if } TS(Ti) < TS(Tj) \\
\text{(Ti older than Tj) then Ti wounds Tj and get its resources.} \\
\text{Otherwise (Ti younger than Tj) Ti is allowed to wait}
\]
III. PROPOSED ALGORITHMS

**Proposed-wait-die:**

\[ Ti \rightarrow Tj \]

If \( TS(Ti) < TS(Tj) \) (Ti is older than Tj) then Ti is allowed to wait.

If \( TS(Ti) > TS(Tj) \) (Ti younger than Tj) and (priority(Ti) > priority(Tj)) then Ti is aborted and is restarted later with the same timestamp.

If \( TS(Ti) > TS(Tj) \) (Ti younger than Tj) and (priority(Ti) < priority(Tj)) then it is allowed to wait.

**Proposed-wound-wait:**

If Ts(Ti) < TS(Tj) (Ti older than Tj) and (priority(Ti) > priority(Tj)) then Ti wounds Tj and get it's resources.

If (Ti older than Tj) and (priority(Ti) < priority(Tj)) then the old process continues to wait.

If TS(Ti) > TS(Tj) (Ti younger than Tj) Ti is allowed to wait.

One important problem of wait-die and wound-wait algorithms is that they do not attend to the priority of processes. Figures 3, 4 show the proposed algorithms.

In the proposed wait-die algorithm, if the old process is waiting for the young process it can wait and if the young process is waiting for the old process and the priority of young process is lower than the priority of old process then the young process will die and restart again with the same time stamp. If the young process is waiting for the old process and the priority of the young process is higher than the priority of the old process, then the young process continues to wait.

In the proposed wound-wait algorithm if the old process is waiting for the young process then if the priority of old process is more than the priority of young process then the old process kills the young process and preempts its resources. If the old process is waiting for the young process and the priority of young process is higher than the priority of old process then the old process is allowed to wait. These proposed algorithms attend to both priority and time stamp of processes.
IV. CONCLUSION

In this paper, it is considered to the deadlock problem in distributed systems and reviewed the approaches like wait-die and wound-wait algorithms. One important problem of wait-die and wound-wait algorithms is that they don’t attend to the priority of processes. In the proposed wait-die algorithm, if the old process is waiting for the young process it can wait and if the young process is waiting for the old process and the priority of young process is lower than the priority of old process then the young process will die and restarts again with the same time stamp. If the young process is waiting for the old process and the priority of the young process is higher than the priority of the old process, then the young process continues to wait. In the proposed wound-wait algorithm if the old process is waiting for the young process then if the priority of old process is more than the priority of young process then the old process kills the young process and preempts its resources. If the old process is waiting for the young process and the priority of young process is higher than the priority of old process then the old process is allowed to wait. These proposed algorithms attend to both priority and time stamp of processes.
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